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ABSTRACT
The content and context of social network websites become crucial to know what the people are interested in and what kinds of information are spread among them depending on all commissions, comments, and actions need to analyze. Consequently, it becomes important that the brands listen carefully to what is said about their online business. Additionally, it demands more challenges to know whether the conversation leads to positive or negatives so that the impact of social network opinions can be measured to apply back in the real word problems. This paper finds the similar groups of social network activities, especially comments and posts of the users who shares about the same context depending on a specific topic. For this purpose, this paper introduces how to deal with finding the similarity between the contextual text of the users in semantic ways by filling the gap of syntactic measures in text similarity. Regarding the datasets, Twitter dataset, which is a popular dataset for sentiment analysis is used. Respecting to the performance results, the proposed system achieves promising results with higher accuracy rate but lower error rate for both datasets available from online.
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1. INTRODUCTION

Sentiment analysis is also useful when analysis the opinions of human by extracting features keywords of user input text. [1-5]. In a world where we generate 2.5 quintillion bytes of data every day, sentiment analysis has become a key tool for making sense of that data. This has allowed academic and business area to get key insights and automate all kind of processes.

Investigation the belief of social network users as a social-learning agenda is an important part of any social media monitoring plan so that social network websites help the users finding the information they want to receive and inform the advertisements or useful jobs vacancies depending on the information they browse in SNS. For example, one of popular social network websites, Facebook watches the activities of social network users depending on the posts or comments they write, they attract the users to provide more information they need. To do so, they first need to understand what a person feels behind a social media post. Having known the opinions extracted from a post can give us an important matter regarding how we can continue and respond [6, 7, 12].

Sentiment Analysis, which is alternatively known as Opinion Mining is a field within Natural Language Processing (NLP) that builds systems that try to identify and extract opinions within text such as positive, negative or neutral sense from the user’s social network sharing and posts.

Similarity measures play a key role in classification of texts in several fields, including signal processing, natural language processing, statistics and information retrieval and also sentiment analysis. This measure is needed to retrieve the documents relevant to user query.

Regardless of querying final sentiment decisions, this paper perform the analysis procedures for similarity measures between comments groups of different users so that they can further be used for further analysis by corresponding business area such as public policy making, online shopping, etc.[12,13,16,18].

Sentiment analysis, just as many other NLP problems, can be modeled as a classification problem where two sub-problems must be resolved:

- Classifying a sentence as subjective or objective, known as subjectivity classification.
• Classifying a sentence as expressing a positive, negative or neutral opinion, known as polarity classification

This paper digs a deep hole for proposing a new text similarity measures by means of phrase-wise and word-wise similarity to reveal the similar groups of writing styles with different word usage and styles. We even explore embedded words using the help of WordNet so that we can explore more similarity by semantically rather than syntactic matching in contemporary matching processes.

The remainder of the paper is organized as follows. Literature review is studied in Section 2, problem domain is discussed in section 3. The proposed method is presented in Section 4 and the conclusion is presented in Section 5.

2. LITERATURE REVIEW

The earlier research reports focus on consideration of similar patterns or semantics information among documents, concepts or phrases. In recent natural language processing applications, they demonstrate the stronger need to find effective methods to measure semantic similarities between variable length texts, and general methods are suggested for these people [1-5].

Sentiment lexicons can be organized in three types, attending to which information is contained in them [5], [6]: (i) those who contain only sentiment words (a list of words), (ii) the ones that are formed by both sentiment words and polarity orientations (a list of words with only positive and negative annotations), and (iii) the lexicons that offer sentiment words with orientation and intensity [7] (a list of words with scalar numerical values).

The most popular approach that makes use of sentiment lexicons is keyword matching, also called keyword spotting [8]. Basically, this technique consists in detecting the presence of certain sentiment bearer words, thus obtaining the sentiment estimation as an aggregate of the associated sentiment values. Although this method is certainly simple and computationally cheap, it is also limited, as it happens in the case of domain adaptation. Sentiment words can display variations in their polarity values depending on the contextual domain [9], language [10] or even context [11], causing lexicon-based approaches to decrease their classification performance.

Checking that semantic analogy texts provides the correct path to understand, compare and study the concepts that are subject to each term in the test texts for both of them. The words in two different test texts may not necessarily mean the same concepts. The correct concept of word mapping and word comprehension is required according to the study [2] with the use of evaluation text refers to rating predictions.

Some of the existing works [3] and [4] use texts of change by conducting an assessment of the user’s opinion that is reflected in their texts of change, to improve personalized recommendations. Only a few methods combine the rules of character level and token in the researches [5,6,7,8] These methods are called important steps. According to the study [7] soft cosine, both the character level and the token level appear to match the name. Soft cosine has cosine to match tokens and bigrams to match the character level.

Regarding the chain-based similarity, the paper [8] proposed a standardized and modified version of the string-matching algorithm of the Longest Common Undercurrent (LCS) to measure the similarity of the text. It works together with a corpus-based measure, its methods achieved a very competitive result.

3. PROBLEM DOMAIN

3.1 Sentiment Analysis

The AI system should understand similar identifiers from users and provide a consistent response. The emphasis on semantic objectives is to create a system that identifies language and word patterns to generate responses similar to how human conversations work. This paper organizes the similar user group for online analyzers so that they can make further decision in a timely manner without needing individual comparison on every online comments of the social newt work users to extract the following information:

Polarity: if the speaker expresses a positive or negative opinion,
Subject: the thing that is being talked about,
Opinion holder: the person, or entity that expresses the opinion
With the help of sentiment analysis systems, this unstructured information could be automatically transformed into structured data of public opinions about products, services, brands, politics, or any topic that people can express opinions about. This data can be very useful for commercial applications like marketing analysis, public relations, product reviews, net promoter scoring, product feedback, and customer service.

Sentiment analysis can be applied at different levels of scope:
- Document level sentiment analysis obtains the sentiment of a complete document or paragraph.
- Sentence level sentiment analysis obtains the sentiment of a single sentence.
- Sub-sentence level sentiment analysis obtains the sentiment of sub-expressions within a sentence.

3.2 Types of Sentiment Analysis

There are many types and flavors of sentiment analysis and SA tools range from systems that focus on polarity (positive, negative, neutral) to systems that detect feelings and emotions (angry, happy, sad, etc) or identify intentions (e.g. interested v. not interested). In the following section, we’ll cover the most important ones.

3.2.1 Fine-grained Sentiment Analysis

Sometimes you may be also interested in being more precise about the level of polarity of the opinion, so instead of just talking about positive, neutral, or negative opinions you could consider the following categories: Very positive, Positive, Neutral, Negative, Very negative.

This is usually referred to as fine-grained sentiment analysis. This could be, for example, mapped onto a 5-star rating in a review, e.g.: Very Positive = 5 stars and Very Negative = 1 star.

Some systems also provide different flavors of polarity by identifying if the positive or negative sentiment is associated with a particular feeling, such as, anger, sadness, or worries (i.e. negative feelings) or happiness, love, or enthusiasm (i.e. positive feelings).

3.2.2 Emotion detection

Emotion detection aims at detecting emotions like, happiness, frustration, anger, sadness, and the like. Many emotion detection systems resort to lexicons (i.e. lists of words and the emotions they convey) or complex machine learning algorithms.

One of the downsides of resorting to lexicons is that the way people express their emotions varies a lot and so do the lexical items they use. Some words that would typically express anger like shit or kill (e.g. in your product is a piece of shit or your customer support is killing me) might also express happiness (e.g. in texts like This is the shit or You are killing it).

3.2.3 Aspect-based Sentiment Analysis

Usually, when analyzing the sentiment in subjects, for example products, you might be interested in not only whether people are talking with a positive, neutral, or negative polarity about the product, but also which particular aspects or features of the product people talk about. That’s what aspect-based sentiment analysis is about. In our previous example:

"The battery life of this camera is too short."

The sentence is expressing a negative opinion about the camera, but more precisely, about the battery life, which is a particular feature of the camera.

3.2.4 Multilingual sentiment analysis

Multilingual sentiment analysis can be a difficult task. Usually, a lot of preprocessing is needed and that preprocessing makes use of a number of resources. Most of these resources are available online (e.g. sentiment lexicons), but many others have to be created (e.g. translated corpora or noise detection algorithms). The use of the resources available requires a lot of coding experience and can take long to implement.

An alternative to that would be detecting language in texts automatically, then train a custom model for the language of your choice (if texts are not written in English), and finally, perform the analysis.
4. Proposed Semantic-based Similarity Measures

4.1 Types of Sentiment Analysis

In this paper, we use pre-trained sentence encoders as combination of Smooth Inverse Frequency and referenced model Google Sentence Encoder.

The method for estimating the semantic analogy between a pair of sentences is to average the words of the inlays of all the words in two sentences and calculate the cosine between the resulting inlays. Obviously, this simple baseline leaves a considerable space for diversity.

Taking the average of word inlays in a sentence tends to give too much weight to words that are quite irrelevant, semantically speaking. Smooth Inverse Frequency (SIF) tries to solve this problem in two ways:

- Weighting the key terms: using term-frequency and inverse-document frequency (tf-idf)
- Common component removal: SIF computes the principal component of the resulting embedding for a set of sentences. It then subtracts from these sentences embedding their projections on their first principal component. This should remove variation related to frequency and syntax that is less relevant semantically.

SIF removes unimportant words, alternatively known as stopping words such as but, just, etc., and keeps the information that can expose the most to the semantics of the sentence.

Sentiment Analysis task is considered a sentiment classification problem. The first step in the SC problem is to extract and select text features. Some of the current features are [62]:

- Terms presence and frequency: These features are individual words or word n-grams and their frequency counts. It either gives the words binary weighting (zero if the word appears, or one if otherwise) or uses term frequency weights to indicate the relative importance of features [63].
- Parts of speech (POS): finding adjectives, as they are important indicators of opinions.
- Opinion words and phrases: these are words commonly used to express opinions including good or bad, like or hate. On the other hand, some phrases express opinions without using opinion words. For example: cost me an arm and a leg.
- Negations: the appearance of negative words may change the opinion orientation like not good is equivalent to bad.

4.2 Proposed Architecture of Similarity Matching

By referencing the similarity matching models of InferSent [19] and the Google Sentence Encoder, we built a pre-trained encoder for phrase-level and word-level semantic matching of social network comments and opinion-contained short texts.

In this encoder, we use soft-max combination phases with three layers to organized the partial results obtained from phrase and word level similarity matching results.

To demonstrate how proposed system works on similarity matching upon the short text that can probably found on social networks.

In matchmaking process, word-level measures can be categorized into the following three classes:

- Exact match,
- Word Transformed Match, and
- Longest common substring (LCS)
- Ignorance of word sequence (IWS)

In this paper, we assume all types of similarity as similar so, we take the matching result as one, whereas combined phrase level or sentence level, with the help of WordNet, we find the sparsity of a word and find their semantic meanings, in this case, the similarity values is regarded depending on the distance they are found.

5. Datasets and Implementation

5.1 Development Setting

To test the efficiency of proposed models and matching process, we use two alternative datasets so that the proposed system is shown to be independent of datasets. For every experimental works, we set different variations of words and sentence structure so that the overall average result is summarized and shown in the figures.
5.2 Experimental Works

The experiments are performed in two setting aspects as shown in following subsections to measure the accuracy and error rate executed by the proposed system. The accuracy rate is used to determine if a value is accurate compare it to the accepted value. In an experiment observing a parameter with an accepted value of VA and an observed value VO, there are two basic formulas for percent accuracy:

Accuracy (%) = (VA - VO)/VA * 100

Percent error is the difference between a measured and known value, divided by the known value, multiplied by 100%.

5.2.1 Accuracy Measurement: This experiment is to measure how the proposed system accurately or mistakenly matches the text which is disguised in different synonyms and semantic relations. According to the results illustrated in Chart-1 our proposed semantic match achieves significant better results against traditional syntactic matching.

5.2.2 Error rate Measurement: we propose the following definition of text entry error rate, given a presented text string (A) and a transcribed text string (B). The reason how we can get a more accurate sentiment score through this proposed system is that with the best social analyzing tools, we are getting data from online conversations all

![Fig -1 Pre-trained Encoder Model for Phrase and Sentence Level Semantic Similarity Matching](image-url)

![Chart -1 accuracy measurement on text variations](chart-url)
over the web. The biggest trap social media monitoring tools fall in is that they only incorporate user data from social sites like Twitter. The error rate is measured acording to the following equations depending on the input text (A) and transcribed text string (B). The results are shown in Chart 2 as follows.

$$ \text{Error Rate} = \frac{\text{MSD}(A,B)}{\max(|A|,|B|)} \times 100\% $$

![Chart -2 error rate measurement on text variations](chart2.png)

6. CONCLUSIONS

In this paper, we search users of the group to share the same interests by studying their textual comments. The main purpose is to retrieve the user group by analyzing their context’s semantically similarity so that the publishers’ interest centers and, group interests can be revealed. This paper presents a text similarity in semantic ways using pre-defined encoders in both word and phrase level matching and gains far better results compared with other approaches. As future work, we have plan to extend this approach with better promising techniques so that better results could be revealed.
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